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Review	
  of	
  Method	
  1	
  and	
  2 	
  	
  
•  Well	
  know	
  difference	
  between	
  model	
  LW	
  Clear-­‐
sky	
  flux	
  and	
  observed	
  

•  1992	
  papers:	
  
–  Po>er,	
  Slingo	
  (Dame	
  Julia)	
  ,	
  Morcre>e,	
  and	
  CorseW:	
  
JGR	
  1992	
  

–  Cess,	
  Po>er,	
  Gates,	
  Morcre>e,	
  and	
  CorseW	
  JGR	
  1992	
  
•  Method	
  I	
  and	
  II	
  
– Method	
  I	
  –	
  only	
  calculate	
  clear	
  sky	
  when	
  clouds	
  are	
  
absent	
  

– Method	
  II	
  –	
  calculate	
  the	
  clear-­‐sky	
  every	
  radia*on	
  
calcula*on	
  



Method	
  I	
  and	
  II	
  



We	
  proposed	
  an	
  alterna*ve	
  clear-­‐sky	
  calcula*on	
  
but	
  it	
  never	
  caught	
  on.	
  	
  

•  Needed	
  a	
  way	
  to	
  validate	
  CRF	
  
•  Devised	
  a	
  hybrid	
  method	
  to	
  
account	
  for	
  LW	
  clear-­‐sky	
  bias.	
  	
  

•  We	
  called	
  this	
  Method	
  III	
  
–  If	
  a	
  cloud	
  is	
  absent	
  at	
  one	
  or	
  
more	
  *mes	
  within	
  a	
  given	
  day	
  
and	
  grid	
  point	
  then	
  produce	
  a	
  
diurnally	
  average	
  clear	
  sky	
  flux	
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TABLE 1. Summary of Global Mean TOA Radiative Parameters 
for July as Determined From the T106 ECMWF GCM 

T106 ECMWF GCM 
Quantity, 
W m -2 Method II Method III 

All-sky LW 
All-sky SW 
Clear-sky LW 
Clear-sky SW 
LW CRF 
SW CRF 

245.8 
235.4 

280.9 284.3 
286.1 285.9 

35.1 38.5 
-50.7 -50.5 

The emitted longwave flux is denoted by LW, the net downward 
shortwave flux by SW, and the longwave and shortwave compo- 
nents of cloud-radiative forcing by LW CRF and SW CRF, respec- 
tively. 

then this by itself can produce a negative difference, relative 
to the ERBE data processing procedure, in the Method II 
clear longwave flux [Harshvardhan et al., 1989]. 

Discussions of Method I versus Method II are given by 
Cess and Potter [1987], Harshvardhan et al. [1989], and 
Potter et al. [1992], with the latter introducing two subsets of 
Method I. Method II is the most suitable with respect to 
model diagnostics and intercomparison, whereas neither 
method constitutes an analog to the ERBE data processing 
system. Because it is not possible to modify the ERBE data 
processing procedure so as to mimic the Method II GCM 
calculation, then what is required is a GCM analog to the 
ERBE data processing procedure. 

To summarize the above, Method II provides diurnal 
averaging of the clear fluxes as does ERBE, whereas Method 
I restricts clear flux computations to clear regions, which 
likewise is consistent with ERBE. Thus a hybrid method that 
contains these aspects of Methods I and II should provide a 
reasonable representation of the ERBE data processing 
system. The alternative, to attempt to mimic the complete 
ERBE procedure when processing GCM output, would be a 
formidable task. 

A straightforward approach for combining the positive 
attributes of Methods I and II will now be described and 
referred to as Method III. If clouds are absent at one or more 
times within a given day at a specified grid point, a diurnally 
averaged clear flux, evaluated using Method II, is assigned 
to that day and grid point. In effect, this is similar to Method 
I, and thus also ERBE, with regard to restriction to clear 
areas, while the Method II diurnal averaging serves as the 
analog to the ERBE longwave and shortwave diurnal mod- 
els. This approach affords relative simplicity, because 
Method II flux computations are incorporated in many 
GCMs as a standard diagnostic [e.g., Cess et al., 1991]. 
There are, however, spatial and temporal sampling differ- 
ences between Method III and ERBE. 

With respect to spatial sampling, the ERBE pixels (nadir 
diameters of roughly 35 km for ERBS and 50 km for NOAA 
9) are much smaller than a typical GCM grid area. Many 
GCMs, including the ECMWF model, compute fractional 
cloud cover over grid areas, while the ERBE scene identifi- 
cation is somewhat analogous because it classifies pixels as 
either clear, partly cloudy, mostly cloudy, or overcast. Only 
clear pixels are used in the determination of ERBE clear 
TOA fluxes, so that clear-sky contributions in the partly 
cloudy and mostly cloudy pixels are not included. In princi- 

pie, Method III is consistent with this because clear fluxes 
are taken only from clear grids, ignoring those grids with 
fractional cloud cover. While the equivalence between 
ERBE and Method III is strictly correct only if the GCM grid 
area is comparable in size to ERBE pixels, the adequacy of 
larger GCM grids can easily be tested through varying the 
grid area as done by Potter et al. [1992] with regard to 
Methods I and II. 

The second issue concerns differences in temporal sam- 
pling. Even with the use of two satellites, only a few TOA 
measurements a day can be obtained for a given region 
[Harrison et al., 1983]. Thus it is likely that if, for a given 
region, clear skies persist for only a small fraction of a day 
they will not be sampled by ERBE. On the other hand, by 
Method III there will be a clear contribution in a GCM even 
though clear skies occur for only one time step throughout 
the diurnal cycle. As with spatial sampling, however, this 
impact can be tested within a given GCM by increasing the 
number of clear-sky time steps required for diurnally aver- 
aged clear fluxes to be assigned to a given day and grid. 
Furthermore, to account for shortwave fluxes acting only 
over the sunlit side of the planet, the Method III clear-sky 
designation is restricted to sunlit conditions when computing 
the diurnally averaged fluxes using Method II. Thus at a 
given grid a diurnally averaged shortwave flux is computed 
only if the grid is clear for one or more sunlit sampling times, 
irrespective of nightime cloudiness. This is consistent with 
the ERBE shortwave procedure which is likewise indepen- 
dent of the nightside longwave scene identification. 

There is a subtle but important point concerning the 
evaluation of global mean Method III fluxes. Normally, 
global mean quantities are calculated either by averaging the 
area-weighted grid point values or by latitudinally averaging 
the zonal means. Both produce the same result providing 
there are no missing values, whereas there are missing 
Method III clear fluxes because some grid points exhibit 
persistent cloudiness throughout the entire month. These 
grid points are not counted when computing means, so if the 
global mean is computed by averaging all area-weighted grid 
points, this can bias higher latitudes because of persistent 
cloudiness in the tropics where the area weights are large. To 
alleviate this bias, we first evaluate zonal mean Method III 
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Fig. 1. Zonal mean Method III minus Method II clear-sky flux 
differences for July. 

This	
  was	
  closer	
  to	
  the	
  ERBE	
  
processing	
  but	
  there	
  are	
  s*ll	
  
missing	
  data	
  

Cess	
  et.	
  al.	
  1992	
  



Other	
  papers	
  followed	
  Method	
  I	
  used	
  
to	
  determine	
  type	
  of	
  error	
  

•  More	
  recently:	
  
– Allan,	
  Ringer,	
  Pamment,	
  and	
  Slingo	
  (Tony)	
  2004	
  
– Used	
  ERA40	
  Method	
  II	
  OLR	
  clear-­‐sky	
  



Simula'on	
  of	
  the	
  Earth's	
  radia'on	
  budget	
  by	
  the	
  European	
  Centre	
  for	
  Medium-­‐Range	
  Weather	
  
Forecasts	
  40-­‐year	
  reanalysis	
  (ERA40)	
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Fast	
  forward	
  to	
  the	
  present	
  now	
  CERES	
  
clear-­‐sky	
  be	
  determined	
  using	
  Method	
  II	
  

located (Kato et al. 2012). Therefore, we select surface
sites located in relatively uniform terrain in this study to
exclude surface sites that do not represent the grid box.
In addition to surface sites over land, we use surface

irradiances observed over ocean by the Improved Mete-
orological (IMET) system (Colbo and Weller 2009) used
on buoys at ocean reference stations. We use shortwave
irradiance observations at 71 buoys and longwave irra-
diance observations at 23 buoys. Locations of land and
ocean sites are shown in Fig. 6.
Table 3 summarizes the irradiance bias and RMS

differences of EBAF-surface compared with surface
observations. For the comparison over land, 15-min
averaged observed irradiances computed from original
1-min surface data are used to compute the monthly
mean diurnal cycle. The monthly mean diurnal cycle is
then used to compute the monthly mean observed ir-
radiance for a given site. This approach minimizes the
effect of missing data (Roesch et al. 2010). The mean

and RMS difference decreases from 24.2 (8.4) W m22

for SYN1deg-Month to 21.0 (7.6) W m22 for EBAF-
surface for the downward longwave irradiances over
land. The downward shortwave irradiance over land is
not improved by the adjustment even though the effect
of the constraint by TOA irradiance is expected to be
larger on the surface shortwave irradiance. A possible
reason is that the spatial noise of surface shortwave
irradiance is larger than that of surface longwave irra-
diance, or an explicit treatment of multilayer clouds is
necessary. The bias error of the downward shortwave
irradiance over ocean, however, decreases from 5.4 to
4.7 W m22. In addition, the computed downward short-
wave irradiance from EBAF-surface agrees better than
two other surface radiation products—surface radiation
budget (SRB; Stackhouse et al. 2011) and Flushflux
(Kratz et al. 2010)—over oceans (Fig. 7). The difference
with adjusted downward shortwave irradiance is a factor
of 3 smaller than the difference with other two estimates.

FIG. 4. (top) Difference of modeled clear-sky TOA reflected (left) shortwave and (right) upward longwave irra-
diance in W m22 defined as clear-sky irradiances computed with clouds removed minus clear-sky fraction weighted
irradiances. The differences are computed using 10 years of monthly 18 3 18 gridded mean irradiances from March
2000 through February 2010. (bottom) RMS difference of cloud removed and clear-sky weighted reflected (left)
shortwave irradiances and (right) upward longwave irradiances in W m22 computed also using 10 years of monthly
18 3 18 gridded mean irradiances.
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Kato	
  et	
  al.	
  
calculated	
  a	
  
“method	
  2”	
  LW	
  
Clear	
  Sky	
  flux	
  
using	
  the	
  Fu-­‐Liou	
  
radia*ve	
  transfer	
  
model.	
  	
  

Modeled	
  clear-­‐sky	
  minus	
  CERES	
  

RMS	
  difference	
  

Does	
  this	
  imply	
  that	
  the	
  difference	
  
between	
  model	
  and	
  CERES	
  is	
  actually	
  
model	
  bias	
  and	
  not	
  sampling	
  errors?	
  



GeWng	
  data	
  

•  Now…	
  	
  for	
  a	
  commercial	
  
•  New	
  Earth	
  System	
  Grid	
  Federa*on	
  projects;	
  
–  obs4MIPs	
  

•  CERES,	
  AIRS,	
  MODIS,	
  CloudSat,	
  	
  

–  ana4MIPs	
  
•  Major	
  reanalyses	
  reforma>ed	
  to	
  comply	
  with	
  CMIP5	
  data	
  

–  ECMWF	
  Interim,	
  MERRA,	
  CFSR,	
  JRA25,	
  20CR	
  

– New	
  tools	
  for	
  handling	
  data	
  from	
  ESGF	
  



NASA Langley Research Center / Science Directorate!

•  ERA Interim has slightly higher interannual variability of all-sky 
fluxes; but slightly lower interannual variability of clear-sky fluxes 

•  ERA Interim uses a constant solar irradiance value while CERES 
uses a time varying solar irradiance observations from SORCE 

Global (90NS) Mean and Interannual Variability 

Parameters   
(Wm-2) 

ERA Int.  
10y-avg 

CERES  
10y-avg 

Mean Diff.  
ERA-Ceres 

ERA Int 
2-σ 

 CERES 
2-σ 

Solar Incoming 341.2 339.9 1.3 (0.4%) 0.01 0.20 

Longwave 245.5 239.6 5.9 (2.5%) 0.96 0.47 

Shortwave 99.3 99.7 -0.4 (-0.4%) 1.26 0.42 

Net -3.6 0.6 -4.2 (-700%) 0.66 0.58 

Clear Longwave 264.0 265.6 -1.6 (-0.6%) 0.40 0.67 

Clear Shortwave 53.2 52.6 0.6 (1.1%) 0.24 0.31 

Clear Net 24.0 21.7 2.3 (10.6%) 0.40 0.68 

Takmeng	
  Wong	
  (CERES	
  Science	
  team	
  mee*ng)	
  
compared	
  ECMWF-­‐Interim	
  with	
  CERES	
  

ECMWF	
  Interim	
  has	
  lower	
  variability	
  of	
  clear-­‐sky	
  flux	
  than	
  CERES	
  



Global	
  mean	
  comparison	
  –	
  shortened	
  CERES	
  
period	
  to	
  accommodate	
  one	
  of	
  the	
  reanalyses	
  

(March	
  2000-­‐June	
  2012)	
  

CERES	
   ECMWF	
   CFSR	
   MERRA	
   JRA-­‐25	
  

OLR	
  all	
  sky	
   239.7	
   245.63	
   243.5	
   242.3	
   254.9	
  

OLR	
  clear-­‐sky	
   265.75	
   264.0	
   266.1	
   268.1	
   272.2	
  



(i.e., 0–400 cm21), differences tend to be negative
around20.9 W m22 when pw. 6 cm and to be positive
around 0.6 W m22 when the temperature is above
290 K. This suggests that the negative composite dif-
ference for the instance of pw . 6 cm is mostly due to
the cold humid scenes instead of the tropical warm hu-
mid scenes. Note that the CFSR Ts is never higher than
320 K; therefore, no composite of CFSR difference is
available for those bins above 320 K (Fig. 10). For the
band of 400–600 cm21, three composite differences with
respect to temperature are similar to each other (Fig.
10c), except for very cold surface temperature (225 K#
Ts # 235 K), where the composite MERRA difference
is much more negative than the other two and outside
the 1s range from the composite ERA-Interim difference.
The composite differences with respect to pw (Fig. 11c)
show similar behaviors for theMERRAandERA-Interim
composites while the CFSR composite difference tends to

be more negative when pw . 6 cm (but still within the
1s range from the composite means of the other two
reanalyses).
The spatial maps of the differences and the compos-

ites of differences both show that the three reanalyses
generally agree with each other. Agreements between
the ERA-Interim and MERRA are usually better than
those between ERA-Interim and CFSR. All three
reanalyses show a noticeably negative difference from
the observations over 400–600 cm21 in the Tibet Plateau
and AndesMountains over the daytime but not over the
nighttime, pointing to discrepancies in diurnal cycle of
surface temperature in such high-elevation region. For
the 0–400 cm21 region that we have had no direct
spectral observations from yet, the composites indi-
cate that the largest discrepancies between the AIRS-
derived fluxes and the fluxes computed from reanalyses
are over those cold but humid scenes. Cold scenes have

FIG. 9. The spatial maps of annual-mean differences between the far-IR fluxes computed from the reanalyses and those inferred from
the collocated AIRS and CERES measurements in 2004. (top to bottom) Daytime and nighttime differences over the 0–400 cm21 band
and daytime and nighttime differences over the 400–600 cm21 band. Different columns are for different reanalysis datasets: (left to right)
the ERA-Interim, MERRA, and CFSR. Individual differences are averaged onto 2.58 3 28 grids for this plotting.
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Far-­‐IR	
  (400-­‐600	
  cm-­‐1)	
  difference	
  

Points	
  to	
  
discrepancy	
  in	
  
diurnal	
  cycle	
  of	
  
surface	
  temperature	
  
in	
  high	
  eleva*ons.	
  
Likely	
  due	
  to	
  	
  
thermal	
  
inhomogeneity	
  in	
  
surface.	
  

From	
  Chen,	
  Huang,	
  Loeb	
  
and	
  Wei	
  -­‐	
  (J.	
  Clim.2013)	
  	
  



Does	
  this	
  diurnal	
  effect	
  show	
  up	
  in	
  
monthly	
  average	
  clear-­‐sky	
  fluxes? 	
  	
  

ECMWF	
  CFSR	
   MERRA	
  

January	
  

July	
  

JRA-­‐25	
  



Ensemble	
  average	
  of	
  3	
  reanalyses	
  

January	
   July	
  

This	
  may	
  be	
  the	
  far	
  IR	
  effect	
  but	
  it	
  will	
  be	
  necessary	
  
to	
  separate	
  day	
  and	
  night	
  to	
  confirm	
  



Differences	
  between	
  Reanalysis	
  and	
  
CERES	
  	
  

•  Large	
  difference	
  over	
  high	
  
mountains	
  summer	
  day	
  
*me	
  

•  Homogeneous	
  surface	
  in	
  
reanalysis	
  

•  Day-­‐night	
  difference	
  –	
  can	
  
we	
  detect	
  in	
  monthly	
  
average?	
  

•  Xianglei	
  Huang’s	
  work	
  –	
  far	
  
IR	
  band	
  



Summary	
  

•  Method	
  I	
  and	
  II	
  s*ll	
  relevant	
  
•  We	
  can	
  easily	
  use	
  ensemble	
  average	
  of	
  
reanalyses	
  –	
  thanks	
  to	
  new	
  project	
  

•  Reanalyses	
  can	
  learn	
  something	
  from	
  
observa*ons	
  that	
  are	
  not	
  assimilated	
  
– Diagnosing	
  the	
  LW	
  bands	
  can	
  reveal	
  errors	
  in	
  
reanalysis	
  


